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Doob decomposition
» Definition 14.8: X is called (F¢)¢es-previsible if Xo = 0 and
X is Fr_1-measurable, t =1,2, ...
» Proposition 14.9: X = (X;)¢es is adapted. Then,
X = M+ A, where M is a martingale and A is previsible.
X submartingale <= A almost surely non-decreasing.

» Proof: Define A = (A¢)te; predictable by
t
Ar = E[Xs — Xe_1|Fe1l.
s=1

Then, M = X — A is a martingale.
Uniqueness: With X = M + A,
At — At—l = E[Xt — Xt—l‘Ft—l] for all t = 1,2,
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Quadratic Variation
» Definition 14.10: X = (X};)tes square integrable martingale.
The predictable process ((X')¢):es, for which (X2 — (X)¢)ter
is a martingale, is called the quadratic variation process of X.
» Proposition 14.11: If X = (X;)¢¢; is a square integrable
martingale, then
t t
(X)e = E[XZ = X2 For1] = D E[(Xs = Xem1)?| Foo1]
s=1

s=1

and

B0 = 3" EDE — X2 4] = EDXE — XE] = VIXe — X0l
s=1
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Examples

> Let S; = Z, 1 Xi be a martingale with Xi, Xo, ...

quadratically integrable. Then,

S)e = thE[XEI-

> Let 5, = Hs 1 Xs be a martingale with X1, Xa, ...

quadratlcally integrable. Then

t_ZE[S—Ssl\}"sl]—Z L E[(X
Z 1 VX
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Stochastic integral

» Definition 14.13: H = (H;)cs previsible and X' = (X;)tes
adapted. Define the stochastic integral H - X = (H - X)¢)tes

by )
(H-X)e=> He(Xe — Xs-1)
» If X is a martingale, then sc::i;l H-X.
Indeed,

E[(H - X)er1 — (H - X)e| Fe] = E[Her1(Xew1 — Xt) | F]
= Ht+1E[Xt+1 - Xt|-Ft]

=0.
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Characterization of martingales
» Proposition 14.14: X = (X;)¢c; adapted with E[|Xp|] < oo.
1. X martingale <= H - X is a martingale for every
H = (H¢)tes predictable;
2. X submartingale (supermartingale) < H - X is a
sub-martingale (super-martingale) for every H = (H;)tey
predictable, non-negative.

> 1. = clear; <: For t € | let Hs := 15— be predictable.

Since (H - X')¢—1 = 0 holds, it follows that

0 == E[(?‘[X)”ftf]_] == E[Xt—Xt71|ft7]_] = E[Xt|.7:t,1]—Xt,1.
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Quadratic variation of stochastic integrals
» Let X = (X;)tes be a martingale and H = (H¢)te; previsible.
Then

(H-X)e =D E[(H-X)s — (- X)s-1)?|Fs1]

s=1

t
=Y T E[HA(Xs — Xom1)?|Foui]
s=1

t
= HZE[(Xs — Xe1)?|Feo1l,

s=1

in particular

V(M- X)] =) E[HZ- (X — Xs-1)°]-

s=1
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Stochastic integral and betting

» Given, we bet on the behavior of a stochastic process
X = (Xt)t:0,1,2,...- If you know Xy, ..., X;_1, you bet H; on

rising prices. Then
t

(H ) X)t = § Hs(Xs - Xs—l)
s=1
is the profit realized up to t.

» If X is a martingale, then so is H - X.
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Petersburger Paradox
> X1, Xo,... iid with P(X; = £1) =% and S; = >°L_; X;, as
well as
He =27 s, = ey
Then

t t

(H-8)e =Y _Hi(Si—Si1) =) HX; =1
i=1 i=1

However, for the total bet )72, H;,

E[th} :izlk(zk—n - .
t=1 =

k=1
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